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Abstract: Sim2real for robotic manipulation is difficult due to the challenges of
simulating complex contacts and generating realistic task distributions. To tackle
the latter problem, we introduce ManipGen, which leverages a new class of poli-
cies for sim2real transfer: local policies. Locality enables a variety of appealing
properties including invariances to absolute robot and object pose, skill ordering,
and global scene configuration. We combine these policies with foundation models
for vision, language and motion planning and demonstrate SOTA zero-shot per-
formance of our method to Robosuite benchmark tasks in simulation (97%). We
transfer our local policies from simulation to reality and observe they can solve
unseen long-horizon manipulation tasks with up to 8 stages with significant pose,
object and scene configuration variation. ManipGen outperforms SOTA approaches
such as SayCan, OpenVLA and LLMTrajGen across 50 real-world manipulation
tasks by 36%, 76% and 62% respectively. All code, models and datasets will be
released. Video results at manipgen.github.io
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1 Introduction
How can we develop generalist robot systems that plan, reason, and interact with the world like
humans? Tasks that humans solve during their daily lives are incredibly challenging for existing
robotics approaches. Cleaning the table, organizing the shelf, putting items away inside drawers,
etc. are complex, long-horizon problems that require the robot to act capably and consistently
over an extended period of time. Furthermore, such a generalist robot should be able to do so
without requiring task-specific engineering effort or demonstrations. Although large-scale data-driven
learning has produced generalists for vision and language [1], such models don’t yet exist in robotics
due to the challenges of scaling data collection. It often takes significant manual labor cost and years
of effort to just collect datasets on the order of 100K-1M trajectories [2, 3, 4, 5]. Consequently,
generalization is limited, often to within centimeters of an object’s pose for complex tasks [6, 7].

Instead, we seek to use a large-scale approach via simulation-to-reality (sim2real) transfer, a cost-
effective technique for generating vast datasets that has enabled training generalist policies for loco-
motion which can traverse complex, unstructured terrain [8, 9, 10, 11, 12, 13]. While sim2real transfer
has shown success in industrial manipulation tasks [14, 15, 16], including with high-dimensional
hands [17, 18, 19, 20], these efforts often involve training and testing on the same task in simulation.
Can we extend sim2real to open-world manipulation, where robots need to solve any task from
text instruction? The core bottlenecks are: 1) accurately simulating contact dynamics [21] - for
which strategies such as domain randomization [17, 22], SDF contacts [23, 14, 15], and real world
corrections [16] have shown promise, 2) generating all possible scene and task configurations to
ensure trained policies generalize and 3) acquiring long-horizon behaviors themselves, which may
require potentially intractable amounts of data for as the horizon grows.

To address points 2) and 3), our solution is to note that for many manipulation tasks of interest,
the skill can be simplified to two steps: achieving a pose near a target object, then performing
manipulation. The key idea is that of locality of interaction. Policies that observe and act in a region
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Figure 1: ManipGen Method Overview (left) Train 1000s of RL experts in simulation using PPO (middle)
Distill single-task RL experts into generalist visuomotor policies via DAgger (right) Text-conditioned long-
horizon manipulation via task decomposition (VLM), pose estimation and goal reaching (Motion Planning) and
sim2real transfer of local policies

local to the target object of interest are by construction: Absolute pose invariant: they reason over a
smaller set of relative poses between objects and robot. Skill order invariant: transition from the
termination to initiation of policies via motion planning. Scene configuration invariant: they solely
observe the local region around the point of interaction.

We propose a novel approach that leverages the strong generalization capabilities of existing founda-
tion models such as Visual Language Models (VLMs) for decomposing tasks into sub-problems [1],
processing and understanding scenes [24] and planning collision-avoidant motions [25]. Specifically,
given a text prompt, our approach outputs a plan to solve the task (using VLM), estimates where to go
and moves the robot accordingly (using motion planning) and deploys local policies for interaction.
As a result, a simple scene generation approach can produce strong transfer results across many tasks.

Our contribution is an approach to training agents at scale solely in simulation that are capable
of solving a vast set of long-horizon manipulation tasks in the real world zero-shot. Our method
generalizes to unseen objects, poses, receptacles and skill order configurations. To do so, our method,
ManipGen, 1) introduces a novel policy class for sim2real transfer 2) proposes techniques for training
policies at scale in simulation 3) and deploys policies via integration with VLMs and motion planners.
We perform a thorough, real world evaluation of ManipGen on 50 long-horizon manipulation tasks
in five environments with up to 8 stages, achieving a success rate of 76%, outperforming SayCan,
OpenVLA and LLMTrajGen by 36%, 76% and 62%.

2 Methods
To build agents capable of generalizing to a wide class of long-horizon robotic manipulation tasks,
we propose a novel approach (ManipGen) that hierarchically decomposes manipulation tasks, takes
advantage of the generalization capabilities of foundation models for vision and language and uses
large-scale learning with our proposed policy class to learn manipulation skills.

Framework We can decompose any task the robot needs to complete into a problem of learning
a set of temporally abstracted actions (skills) as well as a policy over those skills [26]. Given
a language goal g, and observation O, we can select our policy over skills, pθ(gk|g,O) to be a
pre-trained VLM, where gk is skill k. State-of-the-art VLMs can decompose robotics tasks into
language subgoals [27, 28, 29, 30] because they are trained using a vast corpus of internet-scale
data and have captured powerful, visually grounded semantic priors for what various real world
tasks look like. Any policy class can be used to define the skills, denoted as pϕk

(at|gk, Ot), which
take in the kth sub-goal gk and current observation Ot. However, note that many manipulation
skills (e.g. picking, pushing, turning, etc.) can be decomposed into a policy πreach to achieve
target poses near objects Xtarg,k followed by policy πloc for contact-rich interaction. Accordingly,
pϕk

(at|gk, Ot) = πreach(τreach|gk, Ot)πloc(a
t
loc|Ot

loc). To implement πreach, we need to interpret
language sub-goals gk to take the robot from its current configuration qk,i to some target configuration
qk,f such that Xee (the end-effector pose) is close to Xtarg,k. Thus, we structure the VLM’s sub-goal
predictions, gk, as tuples containing the following information (object, skill). We then interpret
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these plans into robot poses by pairing any language conditioned pose estimator or affordance model
(to predict Xtarg,k) with an inverse kinematics routine (to compute qk,f ). Motion planning can
predict actions τreach to achieve the target configuration qk,f while avoiding collisions. Finally, we
instantiate local policies (πloc) to be invariant to robot and object poses, order of skill execution
and scene configurations with: 1) initialization region sinit near a target region/object of interest
which has pose Xtarg,k, 2) local observations Ot

loc, independent of the absolute configuration of
the robot and scene and only observing the environment around the interaction region and 3) actions
atlocrelative to the local observations. Overall: πloc(a

t
loc|Ot

loc), sinit = {s | ||Xee −Xtarg,k||2 < ϵ}.

Training Local Policies for Sim2Real Manipulation. To train local policies, we adapt the standard
two-phase training approach [31, 12, 11, 32, 19, 16] in which we first train state-based expert
policies using RL, then distill them into visuomotor policies for transfer. Although local policies
can generalize automatically across scene arrangements, robot configurations, and object poses, they
must be trained across a wide array of objects to foster object-level generalization. To do so, we
train a vast array of single-object state-based experts and then distill them into generalist visuomotor
policies per skill. While such local policies can cover a broad set of manipulation skills (pick and
place, articulated/deformable object manipulation, assembly, etc.), in this work, we focus on training
the following skills πloc: pick, place, grasp handle, open and close as a minimal skill library to
demonstrate generalist manipulation capabilities for a specific class of tasks. Pick grasps any free
rigid objects. Place sets the object down near the initial pose. Grasp Handle grasps the handle of
any door or drawer. Open and Close pull or push doors and drawers to open or close them. We
describe details of the design in data generation, observations, actions, and rewards in ??.

Generalist Policies via Distillation In order to convert single-object, privileged policies into real
world deployable skills, we distill them into multi-object, generalist visuomotor policies using
DAgger [33]. For local policies to transfer effectively to the real robot, the observation space and
augmentations must be designed with transfer in mind. We use wrist camera depth maps for local
observations. Depth maps transfer well from sim2real for locomotion [10, 11, 12, 32], and wrist
views are inherently local and improve manipulation performance [34, 35, 36]. To further enforce
locality, we clamp depth values and normalize them. Since local wrist-views often get extremely close
to the object during execution, it can become difficult for the agent to understand the overall object
shape. Thus, we include the initial local observation O0

loc,depth at every step with a segmentation
mask of the target object (O0

loc,seg) so that the local policy is aware of which object to manipulate. We
transform absolute proprioception into local by computing observations relative to the first time-step
(Oloc,ee = [X0

ee,t −X0
ee]) and incorporate velocity information ( ˙Oloc,ee,t), which improves transfer.

Our observation space is Ot
loc = ⟨Ot

loc,depth, O
0
loc,seg, O

0
loc,depth, O

t
loc,ee,

˙Ot
loc,ee⟩. We also apply

data augmentation to enable robustness to noisy real world observations, which is detailed in ??

Zero-shot Text Conditioned Manipulation To enable our system to solve long-horizon tasks,
pθ(gk|g,O), ManipGen decomposes the task into a skill chain to execute given goal g. We implement
pθ as GPT-4o. Given the task prompt g, descriptions of the pre-trained local skills and how they
operate, and images of the scene O, we prompt GPT-4o to give a plan for the task structured as
a list of (object, skill) tuples. We then need a language conditioned pose estimator (to compute
Xtarg,k) that generalizes broadly; we opt to use Grounded SAM [24] due to its strong open-set
segmentation capabilities. To estimate Xtarg,k, we can segment the object pointcloud, average it
to get a position and use its surface normals to select a collision-free orientation. For predicting
τreach, while any motion planner can be used, we select Neural MP [25] due to its fast planning
time (3s) and strong real-world planning performance. Given Xtarg,k, we compute target joint state
qk,f , plan with Neural MP open-loop and execute the predicted τreach on the robot using a PID joint
controller. We then execute the appropriate local policy (as predicted by the VLM) on the robot
to perform manipulation. We alternate between motion planning and local policies until the task
is complete. Finally, we note that the particular choice of models is orthogonal to our method.

3



3 Experimental Results
3.1 Simulation Comparisons and Analysis
Robosuite Benchmark Results We first evaluate against the long-horizon manipulation tasks used
in PSL [37] from the Robosuite benchmark [38] in simulation. We compare to end-to-end RL
methods [39], hierarchical RL [40, 37], TAMP [41] and LLM planning [27]. In these experiments, we
zero-shot transfer our trained policies to Robosuite and evaluate their performance against methods
that use task specific data (Tab. 1). ManipGen outperforms or matches PSL, the SOTA method on
these tasks, across the board, achieving an average success rate of 97.33% compared to 95.83%.

Bread Can Milk Cereal CanBread CerealMilk Average

Stages 2 2 2 2 4 4

DRQ-v2 52% 32% 2% 0% 0% 0% 14%
RAPS 0% 0% 0% 0% 0% 0% 0%
TAMP 90% 100% 85% 100% 72% 71% 86%
SayCan 93% 100% 90% 63% 63% 73% 80%

PSL 100% 100% 100% 100% 90% 85% 96%

Ours 100% 100% 99% 97% 97% 91% 97%

Table 1: Robosuite Benchmark Results. ManipGen zero-shot transfers to Robosuite, outperforming end-to-
end and hierarchical RL methods as well as traditional and LLM planning methods.

ManipGen Analysis and Ablations. We provide analyses of design decisions in ??.

3.2 Real World Evaluation
FurnitureBench Results We evaluate the sim2real capabilities of local policies on FurnitureBen-
nch [42]. ManipGen achieves an average success of 90%, matching or outperforming end-to-end
direct transfer methods (75%, 53.3%), imitation methods (55%, 82.7%, 65%, 75%, 86.7%) and
sim2real methods that leverage additional correction data [16]. Detailed analyses are available in ??.

Tasks Ours Transic Direct
Transfer

DR. & Data
Aug. [43] HG-Dagger [44] IWR [45] BC [46]

Stabilize 95% 100% 10% 35% 65% 65% 40%
Reach and Grasp 95% 95% 35% 60% 30% 40% 25%

Insert 80% 45% 0% 15% 35% 40% 10%

Avg 90% 80% 15% 36.7% 43.3% 48.3% 25%

Table 2: Transic Benchmark Results ManipGen achieves SOTA results in terms of task success rate without
any real world data, outperforming direct transfer, imitation learning and human-in-the-loop methods.

Zero-shot Long-horizon Manipulation To test the generalization capabilities of our method, we
propose 5 diverse long-horizon manipulation tasks which involve pick and place, obstacle avoidance
and articulated object manipulation. Detailed task descriptions and baselines are provided in ??.

Cook Replace CabinetStore DrawerStore Tidy Avg

Stages 2 4 4 6 8 4.8

OpenVLA 0% (0.1) 0 (0.0) 0% (0.0) 0 (0.0) 0 (0.0) 0% (.02)
SayCan 80% (1.7) 10% (1.3) 70% (3.5) 20% (3.6) 20% (4.8) 40% (3.0)
LLMTrajGen 70% (1.5) 0% (0.6) 0% (0.6) 0% (1.0) 0% (2.6) 14% (1.3)
Ours 90% (1.9) 80% (3.7) 90% (3.9) 60% (4.7) 60% (7.2) 76% (4.3)

Table 3: Zero-shot Long Horizon Manipulation We report task success rate and average number of stages
completed per real world task. ManipGen outperforms all methods on each task, achieving 76% with 4.28/4.8
stages completed on average.

Across all 5 tasks (Tab. 3), we find that ManipGen outperforms all methods, achieving 76% zero-
shot success rate overall. ManipGen is able to avoid obstacles while performing manipulation of
unseen objects in arbitrary poses and configurations. Failure cases for our method resulted from
1) vision failures as open-set detection models such as Grounding Dino [47] detected the wrong
object, 2) imperfect motion planning, resulting in collisions with the environment during execution
which dropped objects sometimes and 3) local policies failing to manipulate from sub-optimal initial
poses. In general, DrawerStore and Tidy are the most challenging tasks due to their horizon, and
consequently all methods, including our own perform worse (60% for ours, 20% for best baseline).
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